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Machine learning benefits from computer architecture
- Faster CPU and GPU
- ASIC

Why not take advantage of machine learning and design better hardware?
NETWORK ON CHIPS

- Scalable solution for larger chips
  - Communication by packets
  - Routing of packets through routers
  - Efficient on-chip resource sharing
Use machine learning for feature selection off-line, instead of building a neural network in H/W
REINFORCEMENT LEARNING

- Unsupervised learning
- Agent interacts with the environment
- Agent learns the actions that lead to maximum long-term reward
- Environment returns a numerical reward to the agent for each action it takes

How to relate NoC arbitration to reinforcement-learning?
**REINFORCEMENT LEARNING-BASED NOC ARBITRATION MODEL**

- **Environment**: NoC
- **Agent**: recommending system for the arbiter (global agent)
- **State**: state of a router
- **Action**: select one input buffer
- **Reward**: a certain metric (e.g., network throughput)
**STATE REPRESENTATION**

- **Router state vector**
  - One vector per output port
  - Features: message type, global age, local age, distance, hop count

![Diagram of router state vector](image)

Output 1 state vector:

<table>
<thead>
<tr>
<th>Features for In1-1</th>
<th>Zero inputs for In1-2</th>
<th>Features for In2-1</th>
<th>Zero inputs for In2-2, In3-1, In3-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3 ... 0.7</td>
<td>0 ... 0</td>
<td>0.6 ... 0.2</td>
<td>0 ... 0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.6 ... 0.2</td>
<td>0 ... 0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Output 2 state vector:

<table>
<thead>
<tr>
<th>Zero inputs for In1-1, In1-2, In2-1</th>
<th>Features for In2-2</th>
<th>Features for In3-1</th>
<th>Zero inputs for In3-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ... 0</td>
<td>0.3 ... 0.4</td>
<td>0.5 ... 0.1</td>
<td>0 ... 0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0.3 ... 0.4</td>
<td>0.5 ... 0.1</td>
<td>0 ... 0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
ACTION SELECTION

Select the input buffer with the largest output value

Output 1 state vector:

```
0.3 ... 0.7 0 ... 0 0.6 ... 0.2 0 ... 0 0 ... 0 0 ... 0
```

Agent Neural Network (MLP)

Input values:

- In1-1: 9.7
- In1-2: 2.1
- In2-1: 8.6
- In2-2: 8.3
- In3-1: 9.8
- In3-2: 0.4
REWARD CRITERIA
- Reciprocal of average packet latency
- Global link utilization
- Fixed reward of 1
Separate target network to stabilize training \[1\]
Experience replay to break similarity of subsequent training samples \[2\]

EVALUATION

- Gem5 and Garnet
- NoC configuration:
  - 4x4 mesh topology
  - 1 VC per message class
- Workload
  - Synthetic traffic
    - Uniform Random, Bit-complement, Transpose
    - Request, data response, probe request
  - Operate at saturation point
  - 2-million-cycle epochs
- Agent neural network
  - Input layer: 90 neurons (6 ports * 3 message classes * 1 VC/class * 5 features)
  - 1 hidden layer: 54 neurons, Sigmoid
  - Output layer: 18 neurons, ReLU
- Comparison point
  - Round-robin arbitration
  - Idealized age-based arbitration [1]

[1] M. M. Lee et al., Probabilistic Distance-Based Arbitration: Providing Equality of Service for Many-Core CMPs. MICRO 2010
TRAINING RESULTS: AVERAGE LATENCY

Uniform Random
RR: 4855.8
Age-based: 28.7
RL-based: 56.1

Bit-complement
RR: 5198.6
Age-based: 24.7
RL-based: 36.9

Transpose
RR: 3600.8
Age-based: 19.8
RL-based: 41.8

Potential for exploring useful features, filtering out less valuable features.
SENSITIVITY STUDY

- Sensitivity on reward criteria
- Throughput studies
- Different network configurations
- Applying trained neural network to different configurations
CONCLUSION AND FUTURE WORK

- A first step in applying reinforcement learning in NoC arbitration
- Demonstrate effectiveness in feature exploration

- Explore more features
- Neural network interpretability
- Design efficient arbitration policy based on features
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Q-LEARNING

- Q-function: maximum expected “Future Discounted Reward”
  \[ Q(s_t, a_t) = \max(R_{t+1}) \]
  \[ R_t = r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \cdots + \gamma^{n-t} r_n \quad (\gamma: \text{discount factor}) \]

- Get the Q-function by experience using Bellman Equation
  \[ Q(s_t, a_t) \leftarrow r + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) \]

- Table-based Q-learning
- Deep Q-learning
TRAINING RESULTS: SENSITIVITY OF REWARD