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Abstract—In this paper, we present an exact analysis for third-
order charge-pump phase-locked loops using state equations. Both
the large-signal lock acquisition process and the small-signal linear
tracking behavior are described using this analysis. The nonlinear
state equations are linearized for the small-signal condition and
the z-domain noise transfer functions are derived. A comparison to
some of the existing analysis methods such as the impulse-invariant
transformation and s-domain analysis is provided. The effect of
the loop parameters and the reference frequency on the loop phase
margin and stability is analyzed. The analysis is verified using be-
havioral simulations in MATLAB and SPECTRE.

Index Terms—Impulse invariance, jitter, loop delay., phase-
locked loop (PLL), phase noise, state space, z-domain.

1. INTRODUCTION

HARGE-PUMP based phase-locked loops (CPLL) are
C widely used as clock generators in a variety of applica-
tions including microprocessors, wireless receivers, serial link
transceivers, and disk drive electronics [1]-[8]. One of the main
reasons for the widely adopted use of the CPLL in most PLL
systems is because it provides the theoretical zero static phase
offset, and arguably one of the simplest and most effective
design platforms. The CPLL also provides flexible design
tradeoffs by decoupling various design parameters such as the
loop bandwidth, damping factor, and lock range. While there
are numerous CPLL design examples in the literature, precise
analysis and a mathematical clarity of the loop dynamics of the
CPLL is lacking. The two most popular references in this arena
by Hein and Scott [9] and Gardner [10] provide useful insight
and analysis for second-order PLLs. Several other references
[11], [12], provide simplified yet useful approximations of
third-order CPLLs. However, they do not provide a complete
and extensive analysis for practical integrated circuit (IC) PLLs,
i.e., third-order CPLLs. The intent of this paper is to clarify
and provide mathematically exact and insightful understanding
of the PLL dynamics and accurate transfer functions of a
practical CPLL system. The focus of the detailed derivations
and analysis is on the CPLL example because IC designers
predominantly choose CPLLs over other PLL architectures.
Although the presentation is for a CPLL, the analysis can be
readily extended for other PLL systems.

A typical implementation of the CPLL consists of a phase
frequency detector (PFD), a CP, a passive loop filter (LF), and a
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Fig. 1. Third-order CPLL block diagram.

voltage controlled oscillator (VCO). The CPLL system is shown
in Fig. 1. A divider is used in feedback, in applications requiring
clock multiplication but is omitted here for simplicity. The PFD
commonly generates a pair of digital pulses corresponding to
the phase/frequency error between the reference clock and the
VCO output by comparing the positive (or negative) edges of
the two inputs. The CP then converts the digital pulses into an
analog current that is converted to a voltage via the passive loop
filter network. The resulting control voltage drives the VCO.
The negative feedback loop forces the phase/frequency error to
zero. Like any other feedback system, a CPLL has to be de-
signed with a proper consideration for stability.

The majority of IC designers analyze CPLLs by treating the
PLL loop as a continuous-time system and by using a basic
s-domain model. However, due to the sampling nature of the
PFD, the continuous-time approximation introduces a consider-
able amount of error. For example, the effective phase margin
of the CPLL is degraded due to the inherent sampling operation
which can lead to excessive peaking in the jitter transfer function
and, if one is not careful, to instability. Therefore, it is impor-
tant to incorporate the sampling nature into the CPLL model.
For this reason, IC designers have been faithful in keeping the
loop bandwidth of the PLL to about 1/10 of the PFD update fre-
quency (or lower). The loop delay effects are also modeled by
adding (=74 into the s-domain transfer function. A discrete-
time model using the impulse-invariant transformation was pro-
posed by Hein and Scott in [9], where the derivations focus on a
second-order loop. Since a second-order loop does not represent
a real/practical CPLL system, the simulation/verification/com-
parison results were presented for a third-order loop without
explicitly specifying so. Moreover, the impulse-invariant trans-
formation requires that the PFD output be impulses. It is not
clear from [9], as to what pulse width can be considered narrow
enough to be an impulse. A more rigorous and exact analysis
of a second-order loop is presented by Gardner in [10], where
only the denominator of jitter transfer functions of second- and
third-order loops are presented. In this paper, we present an
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exact analysis for a third-order CPLL.! The rigorous side of our
presentation will expand on Gardner’s work in [10]. In addi-
tion, we show that the linearized form of the state-space model
resulting in the z-domain transfer function is identical to that
obtained from the impulse-invariant transformation. Our anal-
ysis provides this important connection and insight between the
two approaches. This paper expands on the important thrusts of
the exact analysis of the CPLL, and the information that can
be extracted from the analysis to gain useful insight of the loop
dynamics. Even though this paper derives various equations de-
scribing the behavior of the CPLL, some simplifying assump-
tions are made in order to keep the algebra simple. Hence, this
analysis in its current form can not be used as a substitute for
modern day PLL simulation tools. Readers interested in accu-
rate and fast behavioral models and simulation of CPLLs are
referred to [13].

This paper is organized in the following manner. Section II
briefly describes the operation of a third-order CPLL and its
continuous-time steady-state model. The complete state-space
analysis of the CPLL and linearization of the state equations
along with the noise analysis is described in Section I1I. We will
also briefly summarize the impulse-invariant transformation re-
sults in this section and show how the result matches the lin-
earized form of the exact analysis. The large- and small-signal
models derived in Section III are verified using behavioral sim-
ulations in SPECTRE and MATLAB in Section I'V. Finally, the
key concluding remarks of the paper are given in Section V.

II. THIRD-ORDER CPLL

The functional block diagram of the third-order CPLL is
shown in Fig. 1 along with the state diagram of the PFD. The
three state PFD generates UP and DN signals depending on the
time (phase) difference between the positive edges of the refer-
ence and the VCO output. The CP converts the digital pulse to
an analog control voltage through a loop filter. The loop filter
consists of a resistor R in series with a capacitor C;. The CP
current source and the capacitor C; form an integrator in the
loop and the resistor introduces a stabilizing zero to improve
the phase margin and hence improve the transient response of
the CPLL. However, the resistor causes a ripple of value I., R
on the control voltage at the beginning of each PFD pulse.
At the end of the pulse, a ripple of equal value occurs in the
opposite direction. This ripple modulates the VCO frequency
and introduces excessive jitter in the output. To suppress the
ripple induced jitter a small capacitor C5 is added in parallel
with the R and C network as shown in Fig. 1. However, this
capacitor introduces a pole, thus increasing the order of the
system to three. Therefore, the phase degradation due to this
pole has to be accounted for by a proper choice of the other
loop parameters. The choice of the loop parameters I, R,
C1, and C}5 is determined by assuming a continuous-time ap-
proximation. This process is briefly described in the following
section.

1A real/practical CPLL system is at least third-order due to the parasitic ca-
pacitance at the input of the VCO, with or without the explicit “ripple bypass
capacitor.”
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Steady-state phase-domain CPLL block diagram.
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Fig. 3. Third-order loop-gain Bode plot.

A. s-Domain Analysis

When the CPLL is in near lock condition, it can be repre-
sented in a phase-domain block diagram format as shown in
Fig. 2. The gain of the PFD along with the CP can be shown
to be I, /2m. The transfer function, F'(s), of the loop filter can
be derived using linear analysis and is equal to

1
S+ wey

v+ i)
C1+02

The VCO is an ideal integrator with gain K.,.2 The loop-gain
of the third-order CPLL3 is

F(s) = (H

] 54 =L
LG3(S) — Kxco-[cp RC, ) (2)

2
Cs 52 <s + )
2 R( Ccilffz’z )

As mentioned earlier, the loop has a zero and three poles and
the conceptual Bode plot is shown in Fig. 3. The phase margin
degradation due to the third pole is obvious and is mathemati-
cally expressed by

wUGB) — arctan (wUGB> . 3)
Wz Wp3

A careful look at the Bode plot reveals a relatively flat portion
of the phase plot where the phase lag due to the third pole nearly
cancels the phase lead introduced by the zero. An optimal choice
of the capacitor ratio Cy/C5 leads to a phase margin that is

relatively immune to process variations. The maximum phase
margin can be calculated by equating the first derivative of @,

® s = arctan (

2In an integrated VCO, the gain is a nonlinear function of the control voltage.
This makes the loop dynamics vary with the operating frequency. In this analysis
we assume that the loop dynamics are designed for the worst case and that the
PLL is stable for all operating conditions.

3In many PLL designs, several higher order poles and zeros exist due to tran-
sistor and interconnect parasitics. Careful circuit simulations are required to an-
alyze the effect of the higher order poles and zeros. However, in most PLL de-
signs the loop bandwidths are in the range of a few tens of megahertz. Therefore,
PLL loop dynamics are dominated by the loop filter as opposed to the parasitic
poles which are in the hundreds of megahertz range.
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to zero. It can be shown that the maximum phase margin occurs
when

G
Cs

Substituting (4) into the phase margin expression (3), we get

C 1
dyr = arctan < ~t + 1) —arctan | —— 1] (5)
Ve N
Cs

Cy =20, (tan2 By + tan @y \/tan? @y + 1) )

Equation (6) describes the relationship between the two capac-
itors that place the zero and the third pole so as to yield a ro-
bust phase margin. The loop bandwidth and phase margin are
mandated by the application. For example, in the case of clock
generators with a poor phase noise VCO and a pure low-fre-
quency reference, a relatively high bandwidth is required, while
some optical standards require a low loop bandwidth and a large
phase margin to avoid any jitter peaking. For a given loop band-
width and phase margin, the three variables C'y, C3, and I, can
be calculated using (4)—(6) while noting unity loop-gain of (2)
(i.e., |LG3(jwuan)| = 1). The loop filter resistance is typically
chosen based on noise and area constraints. The closed-loop
transfer function is given by

WuGB = Wy +1. (4)

0,(s)  LGs(s)
;(s) 1+ LG3(s)
_ Keeolep s+ mer
R e L — et
Ci+Cso
)

III. STATE-SPACE ANALYSIS

The s-domain analysis based on a continuous-time approxi-
mation of CPLLs suffers notably from two key drawbacks. First,
due to the discrete-time nature of the PFD operation, sampling
is inherent in any CPLL employing a digital PFD. The s-do-
main analysis does not comprehend the sampling nature and,
hence, can lead to degraded performance particularly in terms
of input jitter peaking. Second, since s-domain analysis is a
steady-state analysis it does not predict the nonlinear acquisition
process of the CPLL. An analysis using the difference equations
and a state-space model for the loop filter can accurately define
the functioning of the CPLL. We describe this methodology in
the following. The difference equations describing the input and
output phase are given by [10]

01(1‘) = 91(0) + w;t (8)
t

0o(t) =6,(0) + wyrt + cho/ Vetrl (T)dT 9)
0

f. =06, -0, (10)

where w; is the input reference frequency and wy, is the free
running frequency of the oscillator and K., is the gain of the
VCO. The initial conditions on the input and the output phase
are represented by 6;(0) and 6,(0), respectively. For a positive
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Fig. 4. Definition of t, and 7.

phase error (. > 0) the loop filter capacitors are charged, and
for a negative phase error the capacitors are discharged. The
charging/discharging current can be represented by
P I, sgn(b.), %fOStStp (11
P 0, ift, <t <T_

where sgn (6, ) is the polarity (i.e., +1 or —1) of §.. The variable
t,, is the time equivalent of the phase error, while 7" represents
the time at which the next rising edge, either the VCO or the
reference, occurs. Fig. 4 shows the definitions of the variables
t,, and T_ for both positive and negative phase errors. The rela-
tionship between the phase error and charging/discharging time
t, will be shown in the later part of this section. A common
problem associated with the CPLLs is the dead zone in the CP.
The dead zone is the amount of phase error that does not result
in a charging/discharging pump current. For a three-state phase
detector and CP, the dead zone is overcome by generating small
equal width U/D pulses when the CPLL is in phase lock. Using
this simple technique, a well designed PFD and CP combination
[14], [15] has a very small dead zone and hence has negligible
effect on the PLL behavior and therefore we assume zero dead
zone in this analysis. In addition to the dead zone problem, in
a practical PLL the current sources implementing the CP suffer
from various nonidealities. For example, in a MOS-based imple-
mentation, the current sources suffer from channel length mod-
ulation thus leading to a CP current that depends on the control
voltage. This nonlinearity can be incorporated into the analysis
by defining the CP current as a function of the control voltage
for a given channel length modulation factor. However, several
circuit design techniques exist to mitigate this effect. One de-
sign example uses an active loop filter [16]. Also, there is an
inherent mismatch between PMOS and NMOS current sources
in the CP which causes pattern jitter. This mismatch can be re-
duced by using replica biased current sources [17]. To simplify
the analysis we assume that the effect of the nonlinearity and
the current mismatch is negligible.

The RC network representing the loop filter can be described
by two differential equations as shown below:

dvctrl —Uctrl Ve Zp
= o 12
it~ RC, TRGC, G (12)
dvc _ Vctrl Ve (13)

dt ~ RC, RC,

where the VCO control voltage v represents the voltage
across the “ripple bypass capacitor” C5 and v, represents the
voltage across the primary loop filter capacitor C. This type of
formulation for a linear system with two state variables, V¢
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and v, is also referred to as a state-space representation. We
present the final solution of these state equations calculated
using the procedure in [18]

for0 <t <t
/Uctrl — Uctrl ) ((}1 + w, (]2 + U(‘ (4.)2 92 (t
<!]2 + 2 gl( (14)
= Uctrl 0)“'-)7 (12 + /UC(O) ( ( + w2(]2(t
Wp3
fort, <t <T_
’Uctrl(t) = vctrl(tp) (gl (t) + wng(t))"i'vc(tp)ng? (t) (16)
vc(t) = vctrl(tp>wz92(t) +Uc(tp> (gl (t) +w292 (t)> . (17)

In the above, wy = 1/RC5, g1(t) = exp (—wpst), and ga(t) =
(1/wp3) (1 — exp (—wpst)). In order to accurately define the
lock acquisition process, it is sufficient to evaluate the output
phase at two time instances ,, and 7°_ as shown in Fig. 4. The
relationship between the phase error . and its time equivalent
t,, depends on the sign of the phase error. When the phase error
is negative (i.e., the VCO edge occurred prior to the reference
edge) t,, is given by

2 — 61(0)

t, =
P Wy

when 0, < 0. (18)

However, when the phase error is positive (i.e., the reference
edge occurred prior to the VCO edge), the charging current con-
tinuously charges the loop filter capacitance thereby increasing
the control voltage. This leads to a faster accumulation of the
phase in the VCO thus preventing us from using a linear rela-
tionship to calculate ¢,. In this case, ¢, is the solution of the
equation

tp
cho/ ’U(‘,trl(’r)d’r + wfrtp + 00(0) —27=0 when 96 >0
0

(19)
where
tP
/ vctrl('r)d’]‘
Jo
2(tp — g2(tp
= et (0) <.f/2(tp) + M)
(L)p3
+ 0y (0) 22U = 92(t)
(L)p3
_ w-(ga(ty)—t,) w:tp
t Cowrg (tp g2(tp)+ o +2 0)

This integral (20) is derived from (14). Once ¢, is found, the
input and output phase at ¢, can be calculated by substituting
t,, into (8) and (9), respectively. Similarly, the time 7_ at which
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the next rising edge occurs, either the reference (T:e'f ) or the
VCO (TV¢?), can be calculated using the equations

Tref — 2m — Hl(tp) 1)
w;
Tl’CO
cho/ ’Uctrl(T)dT‘i'wfrTYCO +00 (tp) —27=0 (22)
tP
T_ = min (T”f TVCO) (23)
where
T—
/ Vetr1(T)dT
. tp
ctr t z
= 20 g0 (1) n(0) (22 -1) + (7 -1,)
wP3 wp3
n Ve (tp)wa [(gl(T—) —g1(tp)) LT tp] ' 24)
Wp3 Wp3

This integral (24) is derived from (16). Equations (8) to (24) are
exact and they define the complete CPLL behavior. The accu-
racy of these expressions is verified through behavioral simula-
tions and the results are shown in Section IV.

A. Linear Analysis

The state-space analysis presented so far captures the non-
linear acquisition process and the linear tracking as well. How-
ever, due to the nonlinear nature of all the equations describing
the various state variables, the linear filtering behavior of the
CPLL in the phase domain is not apparent. The steady-state
small-signal analysis of the CPLL can be performed by approx-
imating the nonlinear equations as linear equations using small-
signal assumptions. This linearization process is described in
the following. Since most of the expressions derived so far are
in terms of g;(t) and g»(t), we first approximate them as fol-
lows using first-order Taylor’s expansion:

(25)
(26)

g1(t) = exp (—wpst) = 1 — wpat
g2(t) = — (1 — exp (—wpst)) =~ t.
p3

When the CPLL is in near-lock condition, the phase error is
very small and equivalently ¢, is very small. In most design
examples, the error is less than 0.1% in the two approximations
above for ¢ = t,, if ¢,, is less than about 5% of the time period.
Applying the approximations to the control and the capacitor
voltages of (14) and (15), we get

27)
(28)

ipty
v(‘,trl(tp) ~ v(‘,trl(o) + thp (’U(-(O) - vctrl(o)) + %
2

Ve(tp) R e(0) + w:tp (Ver1(0) — ve(0)) -

A further approximation can be made for v.(0) 2 v.,1(0) (i.e.,
t, < T_), resulting in

iptp

= 29
Cy (29

(30)

v(‘,trl(tp) ~ v(‘,trl(o) +
ve(tp) = v.(0).

These approximations can be explained intuitively in the fol-
lowing manner. When the CPLL is in lock, the control voltage is
exactly equal to the capacitor voltage. When the input phase is
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perturbed by a small amount, a narrow pulse of width ¢,, is gen-
erated by the PFD. For a small Z,,, roughly all of the CP current
linearly charges the Cy capacitor. Therefore, at the end of £, v
does not change and v, is incremented by i,t,/Cs. At the end
of the pulse, the CP current is off and then the charge redistribu-
tion occurs between the two capacitors C; and C5 with a time
constant approximately inversely proportional to the third pole
frequency wy,3. The capacitor voltages vy and v, settle to ap-
proximately equal steady-state values. This is expressed in the
follwoing equations:

Vetrl(T-) & vetr1(0) <a+ %) +v.(0) <%)

ity Cy (1 —a)
v (o Bre) o
an(0) (L= Qi
ve(T2) chtr1(0)< TG, )+vc(0) <a+ CL+ Oy )
+ Cy < C1+Cs o

where a = exp (—wp3sT). Note that when « is small, the two
voltages vet,1(T—) and v.(T-) are equal. Similarly, applying the
approximations from (25) and (26) to the integral of the control
voltage (20) and (24), we get

/ " ) O+ 72 (33)
Vetal (T)AT = Vetr ~
Jo trl trl P Czwp3 2
T_
ctir t _1
/ Vetr1 (T)dT = L(p) <1—tpwp3 —a+w, (T_ + a >>
Jtp, Wp3 Wp3
n Ve(tp)wa (T_ 48 1)
Wp3 Wp3

ctr t -1
%L(p)<l—a+wz<T_+a )>
Wp3 Wp3

N Ve(tp)wa (T_ 48 1) ' (34)

Wp3 Wp3

The output phase can be linearized using the approximations
presented while noting that i,¢, is equal to I.,0. /w;. The final
expression merging the above equations into (9) is

T_
HO(T_) = 90(0) + wfrt + cho / v(‘,trl(T)dT
J0

cho -1
~0,(0) + wpt + ( 2 (T_ + 2 )) v(0)
Wp3 Wp3

cho -1
(G (oea (2 0))
Wp3 Wp3

I.p(0; — 6,
(rantor+ 52,

Given the linearized approximations between various state vari-

(35)

(36)
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Fig. 5. Block diagram of the CPLL indicating various noise sources.

B. Noise Transfer Function Analysis

The output phase noise is of paramount importance in var-
ious applications. Even though phase noise is caused by various
circuit-level parameters such as thermal and flicker noise of the
transistors and power supply noise, it is important to analyze the
shaping of the noise injected at the various nodes of the CPLL as
shown in Fig. 5. In this figure, v,, represents the control voltage
noise and 6., represents VCO phase noise. The input jitter
transfer function of the PLL can be derived by taking z-trans-
forms on both sides of (31), (32), and (36), resulting in the fol-
lowing equations:

ou() (022D + 04) -2 28 o+ 25 22)
(s -0~ %le?)
(37)
vean(2) (5 +0:(2) =0(2)) 5 (%52

Ci-(1—a)
(Z —a- C1+4C> )

vctrl(z) =

ve(2)=

(38)
20,(2)=0,(2) + ve(2) (K;C::’Z : (T- + “w:))
(L2 (mora(m+20)))
. <vcm(z) 4 Icp(gi(wzfc; 90(z))) . (39)

Solving the above three equations yields the input jitter transfer
function shown in (40) at the bottom of the page, where K =
Kycolop RCy [ (wi (C1 + C3)). Recall that a = exp (—wpsT).
Similarly, the VCO output phase noise transfer function can be
derived to yield (41) shown at the bottom of the next page. In
order to arrive at the control voltage noise transfer function, we
rewrite the output phase state equation (36) in the presence of
the control voltage noise as

A e ol

l—a+w 4+
w1+w2< 1< w1+w2>>>

iyt Kcown a—1
<v (0) Cy w1 +w2 w1 +wa ve(0)

ables, we can now derive the noise transfer functions of the T-
CPLL + Kyco / vy (T)dT . (42)
: 0
2 (Ci(l—a) Ci(l—a) 2wa
bo(z) K (Z ( are, T RClwi) -z ( are T RClwz)) 40)
Hi o Ci(1—a) 27 Ci(1—a) 27a
(= 23+ (—a—Q—I—K [ oo, T Rclwi})zz—l— (2a+1—K [ oo, t —Rclwi])z—a
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As is apparent in the above expression, the VCO converts the
control voltage noise to phase noise by an integrating operation.
The integral can be replaced by its Laplace transform 1/s and
a mixed s/z-domain transfer function can be derived to yield
(43) shown at the bottom of the page. This transfer function
can be interpreted as follows. A small change in the control
voltage with frequency w, results in an output phase disturbance
with the same frequency w obtained by evaluating the above
expression at s = jw and z = ¢/“T. Having derived various
transfer functions, we will now derive the jitter transfer function
using the impulse invariance method in order to compare with
the state-space method.

C. Equivalence to Impulse Invariant Transformation

The impulse-invariant transformation was first used in [9] to
incorporate the discrete-time nature of the PFD in a second-
order CPLL. We will extend that analysis to a more practical
third-order CPLL. The basic premise of using impulse-invariant
transformation to map the continuous-time s-domain model into
the z-domain is that the error pulses generated by the PFD are
so narrow that we can effectively approximate the PFD output
as an impulse train. This transformation is illustrated in Fig. 6.
The procedure to map the s-domain model into the z-domain
using impulse-invariant transformation can be summarized in
following three steps.

1. Calculate the impulse response LG3(t) corresponding to the
transfer function LG3(s).
2. Sample the impulse response LG3(t) using a periodic im-
pulse train to get the sampled impulse response LG3(nT).
3. Calculate the z-transform of LG'3(nT') to obtain the discrete-
time transfer function LG3(z).
The discrete-time loop-gain transfer function is obtained
using the above procedure and the final result is given by
Ci(1—a) 27

_ Cl(lfa) 2T
Ch1Cs RClwq-) z ( it T RO @

23—22(24a)+2(14+2a)—a

LG3(z):K22 (

(44)
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Fig. 6. Impulse-invariant transformation of a s-domain CPLL.
The closed-loop transfer function 6,(z)/6;(z)
LG5(2)/(1 + LG5(z)) calculated using (44) is shown in (45)
at the bottom of the page. It is interesting to note that the
input jitter transfer function calculated using the linearized
state-space equations (40) is identical to the input to output
jitter transfer function calculated using the impulse-invariant
transformation for a third-order CPLL.

In the case of a second-order CPLL, the z-domain transfer
functions derived using the impulse-invariant transformation [9]
and the linearized state-space analysis [10] are not the same.
This can be explained intuitively in the following manner. In a
truly second-order CPLL (Cy = 0), the ripple on the control
voltage depends on the magnitude and sign of the phase error
resulting in a highly nonlinear behavior. Thus, it cannot be ac-
counted for by a linear analysis. However, we have noticed in
the simulation environment that even a very small ripple bypass
capacitor (Cy > 50 fF) sufficiently reduces the nonlinearity (the
ripples) on the control voltage and the z-domain transfer func-
tion accurately models the resulting third-order CPLL. As men-
tioned earlier, one comforting point to note here is that no CPLL
system is second order. Even without the use of a ripple bypass
capacitor, there will always be an equivalent capacitor Cy due
to circuit parasitics (e.g., CP output, VCO input, etc.).

D. Stability Analysis

The stability of the CPLL depends primarily on the loop-gain
phase margin and the reference frequency. The instability due
to an inadequate phase margin is accurately predicted by the

HO(Z) _ 23— (a + 2)2,2 + (2(1 + I)Z _a )
Ioveo(2) 234 (—a—2+ K [ D52 + 52| ) 22+ (2041 - K [ 2022 + 585 ]) 2 -0
%ul2) _ (2° = (a+2)2> + (20 + 1)z — a) Ko 3)
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Fig. 7. Loop gain Bode plot and the corresponding loop parameters.

s-domain analysis. However, the discrete-time analysis such as
the one proposed in the previous section is required to explain
the instability caused due to an increased PLL loop bandwidth
for a given PFD update rate/frequency. Intuitively, when the
PFD update frequency is comparable to the loop bandwidth, the
delay around the feed back loop introduces excessive phase shift
which can lead to instability. This can also be explained mathe-
matically by the root locus analysis of the poles of the z-domain
jitter transfer function. The CPLL is unstable when the poles are
outside the unit circle. This is illustrated along with other sim-
ulations in the next section.

IV. BEHAVIORAL SIMULATIONS

The results derived in the previous section are now verified
in behavioral simulations. Using SPECTRE, the PFD and
the VCO are designed in a hardware description language
(HDL) while the CP and loop filter are built using ideal circuit
elements. Such behavioral models provide the advantage of
short simulation time without compromising the fundamental
functionality of a CPLL architecture. In these behavioral
simulations, the CPLL is designed for a loop bandwidth of
200 kHz and a loop phase margin of 70°. The corresponding
loop parameters are chosen using the design methodology
described in Section III.A. The loop-gain Bode plot using the
calculated parameters is shown in Fig. 7. The state-space model
of the CPLL is simulated using the state equations (8)—(24)
described in Section III using MATLAB. The validity of the
state equations during lock acquisition is verified by comparing
the control voltage and the capacitor voltage obtained from
MATLAB and SPECTRE simulations. The simulation results
for an input/VCO frequency of 2 MHz (PFD update rate) are
shown in Fig. 8. The match between theoretical calculations
and the SPECTRE simulations shows the accuracy of the state
equations.

Having demonstrated the large-signal accuracy of the state
equations we will now verify the small-signal accuracy of the
linearized state equations. This is performed by injecting a small
signal sinusoid input at the node of interest and measuring the
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Fig. 9. lJitter transfer function with F},, = 2 MHz (10 X loop bandwidth).

output. For example, in the case of the input jitter transfer func-
tion, the input/reference is phase modulated with a sinusoid of
amplitude 0.01 rad and the output phase modulation is mea-
sured in the steady-state (locked) condition. The simulated input
jitter transfer function is shown in Fig. 9 for a PFD update fre-
quency of 2 MHz which is ten times the loop bandwidth of
200 kHz. Note that the jitter peaking due to the inherent sam-
pling behavior is not predicted by the s-domain analysis while
itis accurately predicted by the linearized state-equation model.
This jitter peaking is proportional to the loop delay around the
feedback, hence, this peaking becomes worse at lower sampling
rates or at higher loop bandwidths for a fixed sampling rate (i.e.,
at lower PFD update frequency to loop bandwidth ratios). Due
to the same reason the s-domain analysis accurately models the
real system under high over sampling conditions (i.e., higher
PFD update frequency to loop bandwidth ratios). These two
cases are verified in simulation and the results are summarized
in Figs. 10 and 11.



1672

[0 /0. | [dB]

o n

=12

-14

= Linearized State Equation
W = =- s—Domain :

-16 —
10° 10' 10° 10°
Frequency [KHz]
Fig. 10. Jitter transfer function with F},, = 4 MHz (20 X loop bandwidth).
2 L ..
0
[T S
m
k]
- -6}
£
o
;:; P PP
® SPECTRE
—14ff — Linearized State Equation |
==+ s—Domain :
-16 L At
10’ 10' 10°
Frequency [KHz]
Fig. 11. Jitter transfer function with F},, = 1.2 MHz (6 X loop bandwidth).

The control voltage (VCO input) noise and the VCO output
phase noise to the PLL output transfer functions are also simu-
lated and the results are shown in Figs. 12 and 13, respectively.
In the case of the control voltage to output transfer function, a
1-mV sinusoid noise voltage was added to the control voltage.
For the VCO output phase noise to the PLL output transfer func-
tion, a VCO with a phase noise tone of amplitude 0.01 radians at
the modulating frequency is used. Again, the transfer functions
match well with the expressions derived using the linearized
state equations.

The stability limit of the CPLL is determined by plotting the
pole locus of the jitter transfer function as shown in Fig. 14.
For this particular CPLL, the loop goes unstable when the ratio
of the reference frequency to the loop bandwidth is around 3.
However, the pole location depends not only on the reference
frequency but also on the loop parameters. The variation of the
stability limit with loop parameters is not obvious. This vari-
ation can be quantified by looking at the stability limit (PFD
update frequency to loop bandwidth ratio) variation versus the
phase margin as shown in Fig. 15. It is interesting to note that the
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stability limit is nominally constant for various loop parameters
and is primarily defined by the reference (PFD) frequency to
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loop bandwidth ratio. This observation is further verified using
transient simulations and the results from two representative
cases are shown in Fig. 16. Shown in Fig. 16(a) and (b) is the
control voltage settling behavior when the phase margin is 70°
and the update rates are equal to 3.7 and 3.3 times the loop band-
width, respectively. It can be seen that the loop is stable when
the ratio of the update rate to the loop bandwidth is equal to 3.7
while it is unstable when this ratio is equal to 3.3. Note that the
instability due to the lower sampling rate manifests itself as an
over-correction or as an under-correction by the feedback loop.
Similar simulation results for a phase margin of 30° are shown
in Fig. 16(c) and (d). It is clear from these simulation results that
the stability limit due to sampling is independent of the loop pa-
rameters for a given update rate.

V. CONCLUSION

The dynamics of PLLs can be accurately described using
state equations derived from first principles. The analysis of a
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third-order CPLL is presented in detail using the state equa-
tions. This generic analysis can be extended to other PLL sys-
tems. The state equations accurately model both the transient
lock acquisition and the steady-state tracking behavior of the
CPLL. Since it is common practice to use transfer functions to
analyze the linearized behavior under small-signal conditions,
the nonlinear state equations are linearized and the z-domain
noise transfer functions are derived. It is shown that the z-do-
main jitter transfer function derived using the impulse-invariant
transformation is the same as the one derived using the lin-
earized state equations. However, unlike the impulse-invariant
method, the state-space analysis provides useful insight into the
approximations used to arrive at the jitter transfer functions. Fi-
nally, behavioral simulations in SPECTRE and MATLAB indi-
cate excellent correlation between the state-space analysis and
the practical PLL system.
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