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Abstract— In this paper, we present an overview of digital tech-
niques that can overcome the drawbacks of analog phase-looked
loops (PLLs) implemented in deep-submicron CMOS processes.
The design of key building blocks of digital PLLs such as the
time-to-digital converter and digital-to-frequency converters are
discussed in detail. The implementation and measured results of
two digital PLL architectures, (1) based on a digitally controlled
oscillator and (2) based on a digital phase accumulator, are
presented. The experimental results demonstrate the feasibility of
using digital PLLs in digital systems requiring high-performance
PLLs.

I. INTRODUCTION

Phase-locked loops (PLLs) are an integral component found
in wireline and wireless communication systems, microproces-
sors, and in general, many other systems that require a clock.
A vast majority of these PLLs are implemented using a
charge-pump-based architecture [1]. Even though this analog-
centric architecture continues to meet the high-performance
needs of modern-day applications, PLLs implemented in deep-
submicron CMOS processes incur severe cost penalties in
terms of area, time-to-design, and design flexibility. In partic-
ular, the constraints imposed by continued scaling of CMOS
technology such as the reduced supply voltage, increased
leakage, and poor analog performance of transistors, coupled
with the need to integrate sensitive analog circuits alongside
a large digital core pose many design challenges.

While aggressive scaling of CMOS technology creates
several obstacles and new challenges for analog designers,
it continues to offer benefits for digital circuit designers.
Consequently, there has been effort to exploit these benefits
to implement traditionally analog functions such as phase-
locking with digital building blocks. The focus of this paper
is to elucidate both system- and circuit-level design trade-
offs related to implementing digital phase-locked loops. The
emphasis is on developing design intuition using simplified
analysis, albeit at the expense of sacrificing mathematical
rigor.

The paper is organized as follows: Section II discusses
the detrimental effects of scaling on analog PLLs, and the
associated cost to overcome these effects. Section III provides
a brief overview of digital PLLs. The analysis and design of
an important building block in all digital PLLs, namely, the
time-to-digital converter, is presented in Section IV. Section
V, and Section VI describe the design and implementation
details of two digital PLL architectures. The lock range, phase-
tracking range, and frequency-tracking ranges are derived and
the design tradeoffs to optimize overall performance are also
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discussed in these sections. Measurement results obtained from
two prototype test chips are presented in Section VII and,
finally, the key contributions of this paper are summarized in
Section VIIIL.

II. ANALOG PLLS IN DEEP-SUBMICRON CMOS

The block diagram of a commonly-used charge-pump-based

analog phase-locked loop is shown in Fig. 1. The phase
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Fig. 1. Conventional analog PLL.

frequency detector (PFD) and divider are implemented using
digital circuit elements and are hence less susceptible to short-
channel effects. On the other hand, the charge pump, loop
filter, and voltage-controlled oscillator (VCO) are severely
affected by low supply voltage, low output impedance, leak-
age, and increased flicker noise, all associated with nanoscale
CMOS technologies. To meet the small area requirements,
these PLLs employ MOS capacitors to avoid the area penalty
of using poly-poly or metal-insulator-metal (MIM) capaci-
tors. However, as predicted by the International Technology
Roadmap for Semiconductors (ITRS) [2] and illustrated in
Fig. 2, increasing gate leakage in deep submicron CMOS
processes, indicated by the parallel current source Ijc,i in
Fig. 1, will hamper the continued use of MOS capacitors. The
discharging of the control voltage due to capacitor leakage
current and the charging of the capacitor through the negative
feedback action of the PLL introduces a large ripple on the
control voltage as illustrated in Fig. 3(a). This ripple on
the control line leads to large deterministic jitter (DJ), also
sometimes referred to as pattern jitter. For example, a PLL
designed, in a 90nm CMOS process and simulated using
foundry-provided leakage models, exhibits DJ in excess of

361



12

/:
1 /
NE 08 /
< /
0.6
E /
“x 04 ,//
= 02
¢
0
2005 2006 2007 2008 2009 2010 2011 2012 2013
Year
Fig. 2. ITRS gate leakage prediction.

40ps on the output of a 1GHz clock as depicted in Fig. 3(b).
In this simulation, a relatively small 20pF MOS capacitor is
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Fig. 3. PLL gate leakage issues: (a) Control voltage ripple. (b) Output clock
eye diagram illustrating DJ.

used in the loop filter along with a 1pF ripple bypass capacitor
(not explicitly shown in Fig. 1). It is possible to suppress
leakage-induced DJ by using a MIM capacitor at the expense
of increasing area by almost 20 times. However, such a large
area overhead translates to a severe penalty, particularly in
highly scaled CMOS processes where the chip real estate is a
premium. In addition to the ripple introduced by the leakage
current, current mismatch in the charge pump, exacerbated by
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the low supply voltage and poor transistor output impedance,
also introduces ripple and further increases DJ. It is worth
noting here that in the case of data recovery PLLs, the DJ
caused by leakage is exacerbated by missing transitions in the
incoming data.

III. OVERVIEW OF DIGITAL PLLS

A digital counterpart to the analog PLL shown in Fig. 1
can be arrived at by using a simple continuous- to discrete-
time transformation. A relationship between the discrete-time
operator z = ¢/“T and the continuous-time operator s = jw,
where w is the angular frequency of interest and 7' is the
sampling period, can be derived using a first-order Taylor
series expansion of z as shown below:
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The above equation is valid only under the assumption that

< 1/T, which is true in practice since the bandwidth
of most PLLs is typically much smaller than the reference
frequency. We use Eq. (1) to transform the analog loop filter
to a digital loop filter (DLF) as follows:

iep il 271
— . 2
Cs C 1—2z71 @

Now, using Eq. (2), we arrive at the digital PLL (DPLL)
architecture shown in Fig. 4. The proportional and integral

z=eT x 14+ juT =1+sT = s=

icpR+ L = iR+

Digital loop filter
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Fig. 4. A digital PLL obtained by an s-to-z transformation.

gains are given by Kp and K; and are equal to i.,R and
icpT/C, respectively. A digital-to-analog converter (DAC)
interfaces the DLF to the voltage-controlled oscillator (VCO).
Interested readers can refer to [3] for an alternate method,
based on a bilinear-transformation of the analog loop filter,
to determine the digital loop filter coefficients. In this DPLL,
the time-to-digital converter (TDC) generates a digital word
proportional to the phase difference between the reference
input and the feedback signal.

A DPLL offers several advantages at both system and circuit
levels. First, the DLF allows for a compact circuit realization
and naturally eliminates the deterministic jitter caused by
capacitor leakage and charge pump current mismatch. Second,
since the DPLL’s loop dynamics are set by DLF coefficients,
loop characteristics can be easily programmed and are also
immune to process, voltage, and temperature (PVT) variations.
Third, the digital circuits scale gracefully to newer processes
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and, as a result, mitigate the portability issues associated with
analog PLLs. It has been shown in [4] that the large loop filter
capacitor found in an analog PLL couples substantial amounts
of substrate noise into the sensitive control voltage node. The
digital LF eliminates this noise coupling problem.

Digital PLLs can be broadly classified into two categories
based on the type of oscillator used: (1) a digitally controlled
oscillator-based DPLL, and (2) a digital phase accumulator-
based DPLL. Before discussing the design details of these
two types of DPLLs, the analysis and design of various time-
to-digital converters that play a crucial role in the overall
performance of all DPLLs is presented.

IV. TIME-TO-DIGITAL CONVERTERS

A time-to-digital converter (TDC) detects the phase dif-
ference between its inputs, and generates a digital word
that is proportional to the input phase difference. The phase
quantization error due to the finite resolution of the TDC is
a major source of noise in DPLLs and, therefore, should be
minimized to achieve good jitter performance. We will first
look at TDCs for DPLLs and then show how one can extend
them for digital clock and data recovery applications.

A. TDC:s for Digital PLLs

The simplest implementation of a TDC is based on a D-flip
flop (DFF) as shown in Fig. 5. Sample waveforms illustrating
the basic operation of the DFF TDC and its transfer function
are also shown in the figure. A DFF simply detects the sign of
the phase error and hence serves as a 1-bit TDC. The grossly
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Fig. 5. D-flip flop based time-to-digital converter.

nonlinear transfer curve of the DFF TDC can be linearized in
the presence of input clock jitter. Assuming a Gaussian jitter
distribution, it has been shown in [5], that the linear range of
TDC is extended to approximately twice the standard deviation
of jitter. However, the effect of the DFF voltage offset on the
TDC transfer curve was ignored in [5]. Including the voltage
offset of the DFF, the average DFF TDC output Vrpc can be
calculated to be,

3
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where V, is equal to Viy—Vp,, AT is the input time difference,
Tos is the time offset resulting from the voltage offset of the
DFF and is equal to %, and o; is the root mean square

value of the input jitter. The small-signal gain of the TDC is
given by,

2
o Vine(AT) _ 2V, (-ar)
TDC dAT /7271'0"1 .

The simulated transfer characteristic of the DFF TDC with no
offset and 30mV offset are shown in Fig. 6. Interestingly, the
offset voltage of the TDC translates to a static phase offset in
the DPLL.
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Fig. 6. DFF TDC transfer function.

Another implementation of the TDC, referred to as a
stochastic TDC, exploits the inherent mismatch properties of
MOS transistors in deep sub-micron processes to achieve finer
phase detection resolution. A conceptual block diagram of the
stochastic TDC is shown in Fig. 7 [6].

AT

VOS
Fig. 7. Stochastic time-to-digital converter.
The inputs to the TDC are connected to a large number of

nominally similar arbiters. Random transistor mismatch causes
these arbiters to have different offsets. These offsets can be
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modeled with a Gaussian distribution having zero mean and
a standard deviation of o,. The random voltage offsets cause
the output of arbiters to be determined by the time difference
between the inputs and it can be shown that the resolution of
the statistical TDC is equal to

V2moy,

AD = 27— YETOV
trise time * N. TR

Q)
where trise time 15 the input rise time and N is the number of

arbiters.
N- trise time

KTDC|AT:O = N
B. TDCs for Digital CDRs

6

The TDCs presented thus far rely on the existence of tran-
sitions every clock period and are, therefore, only suitable for
DPLLs. A well-know early-late or Alexander TDC extends the
DFF TDC to operate with random data [7]. In the Alexander
TDC, the input random data is over-sampled by a factor of 2,
and simple digital logic determines if the phase difference is
positive or negative, even in the presence of missing transitions
in the input data.

A major difference between the operation of the DFF TDC
in DPLLs and the Alexander TDC in digital CDRs is that
the latter operates on both the positive and negative edges of
the input data. The former only uses either the positive or the
negative edge. This subtle difference exacerbates the effects of
voltage offsets and leads to a dead zone in the TDC. In order
to understand this phenomenon, consider Fig. 8, which depicts
the evaluation of the Alexander TDC output probability in the
presence of clock jitter and voltage offset (Vs).
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Fig. 8. Evaluation of the Alexander TDC output probability in the presence
of clock jitter and voltage offset.

A simple calculation reveals that the average output of the
Alexander TDC for a given input phase difference AT is equal
to:

Vpp(AT) = V,-erf (M’> + Vo-erf (AT_T) .

Jj Jj
(7N
Eq. (7) plotted in Fig. 9 for various voltage offsets indicates
that voltage offsets in the TDC lead to a dead zone. This
result was also verified by simulation in [8]. Therefore, it is
important to cancel receiver offsets in clock and data recovery
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Fig. 9.  Alexander TDC transfer characteristics in the presence of voltage
offsets equal to SmV, 10mV, 20mV, 30mV, and 50mV.

systems not only to improve sensitivity but also to minimize
jitter resulting from the voltage-offset-induced dead zone.

It is a common practice to employ parallelism to alleviate
the high speed requirements of the receiver circuitry. In
these systems, multiple, evenly-spaced, lower-frequency clock
phases are employed to recover high-speed data. For example,
a half-rate CDR recovers data by appropriately phase-locking
a four-phase clock. Random mismatch and systematic offsets
cause the multiple clock phases to be non-uniformly spaced.
The mismatch manifests itself as phase offsets and affect the
half-rate Alexander TDC in a way similar to a voltage offset
in a full-rate TDC discussed earlier. Using similar analysis and
the probability distribution of the TDC output in Fig. 10, the
average output of the TDC is given by,
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Fig. 10. Evaluation of the half-rate Alexander TDC output probability in the
presence of phase offsets.
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A plot of Eq. (8) (see Fig. 11) reveals that the phase offsets
in a multi-phase clock recovery system can introduce a dead
zone in the TDC, specifically when the phase-offsets exceed
20;. This analysis suggests that the jitter caused by the phase-
offset-induced dead zone can dominate the jitter performance
of the CDR. Therefore, it is important to minimize phase
offsets along with random jitter in multi-phase oscillators to
optimize overall performance of the CDR.
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Fig. 11. Half-rate Alexander TDC transfer characteristics in the presence of
phase offsets equal to -60; to 60 in steps of 20;.

V. DIGITALLY CONTROLLED OSCILLATOR-BASED DPLL

A digital PLL architecture, based on a digitally-controlled
oscillator, was derived earlier in Section III (see Fig. 4). A
digital-to-analog converter (DAC) interfaces the DLF to the
analog voltage-controlled oscillator. While the current-mode
DAC has been the mostly commonly used architecture [9],
[10], an array of digitally controlled capacitors is employed
in [11] and [12], a digitally controlled resistor is used in [13],
and a bank of digitally controlled inverters is used in [14].
The implementation details of the DAC is not the focus of
this paper.

A distinguishing feature of the DPLL from its analog
counterpart is the nonlinearity introduced by the TDC. Recall
that the nonlinearity of the 3-state phase frequency detector
used in analog PLLs is only a secondary effect and does not
influence the performance of the PLL in most applications.
However in the case of DPLLs, nonlinearity introduce by
the TDC causes the steady state condition of the DPLL to
be a bounded limit cycle, which manifests itself as dither
jitter on the output clock. The amplitude of this dither jitter
is proportional to both the proportional step size and more
importantly the loop latency. In fact, peak-to-peak dither jitter,
when the proportional gain is much larger than the integral
gain (Kp > Kj), can be approximated to be [15], [16],

DJpp ~ 2Tla‘cency : KP . KDCO B (9)
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where Tiatency is the feedback loop delay and is equal to the
sum of reference clock period Trgr and computation latency
through the digital loop filter. Therefore, in order to reduce
dither jitter, it is of paramount importance to minimize loop
latency. Since the loop filter delay is dominated by adders, it is
beneficial to split the proportional and integral paths as shown
in Fig. 12 and perform the summation of the proportional and
integral paths in the analog domain [17].

DCO

DAC
ouT
} VCO [F1=
DAC

Kp

REF
—|TDC

£]

Fig. 12. DPLL with a fast proportional-path to reduce loop latency.

Having discussed the overall architecture of the DCO-based
DPLL, the locking and tracking properties of this DPLL are
presented next. Simple derivations illustrating the lock-in and
tracking ranges along with a small-signal analysis to evaluate
noise performance of the DPLL is discussed.

A. Lock Range

When the DPLL is not phase locked, and if the the fre-
quency offset between the reference clock and the feedback
clock is small, the proportional path drives the DPLL towards
lock without cycle slipping. Phase lock is acquired by dithering
the VCO between two frequencies (£Kp - Kpco) [15],
resulting in an approximate lock range of:

Lock range ~ iKP . KDCO- (10)

Typically, Kp - Kpco is chosen to achieve approximately
+1500ppm of lock range. In the presence of a larger frequency
error (> Kp - Kpco), the DPLL cycle slips and the integral
loop drives the DCO frequency towards frequency lock in
discrete steps determined by the frequency resolution of the
DCO. For example, with a frequency resolution of 10ppm and
an integral gain K equal to 2, the integral path drives the DCO
frequency in steps of 20ppm.

B. Phase and Frequency Tracking

When the reference phase is modulated by a sinusoidal jitter
of amplitude Py, the proportional path tracks the reference,
if the rate of phase change due to the modulation is smaller
than the proportional step size of the DCO. This results in an
approximate phase tracking bandwidth given by,

Kp - Kpco
271'@11\]
This equation indicates that if the input jitter has large ampli-

tude or if it varies with high frequency, the DPLL slews and,
as a result, the output phase cannot track the input jitter.

Phase tracking bandwidth ~ (11)
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Fig. 13.  Small-signal model of the DCO-based DPLL.
On the other hand, when the reference is frequency modu- an analysis, is given by
lated with a sine wave, the integral path tracks the reference, if ) 5
the rate of frequency change is slower than TﬁEF . This results Se N LG(z™) S (15)
in a frequency-tracking bandwidth given by, euT Krpc 1+ LG(z-1)| ~@me
Kpco 2 2
: . Ki-Kpco 1—z! S 1 S
Frequency tracking bandwidth ~ 7 AFiy - Tror (12) + 1+ LG(z 1) Qr T 1+ LGz D) Qpco
If the reference frequency varies at a rate faster than TAREF’ It is important to remember that the above equation does not

the integral loop will not be able to move the VCO frequenc
fast enough to track it. As a result, the integral loop slews
and the phase error grows quadratically, causing the CDR to
eventually lose lock.

C. Small-Signal Analysis

As shown earlier the grossly nonlinear transfer characteristic
of the TDC can be linearized in the presence of clock jitter.
Using the linearized gain Krpc of the TDC, the small-signal
model of the DPLL can be drawn as shown in Fig. 13. All of
the noise sources in the DPLL, namely the TDC quantization
error, DCO frequency quantization error, and DCO phase noise
are represented by their respective power spectral densities
SQroes SqQrs and So . While S¢,,, is a result of intrinsic
noise sources such as thermal and flicker noise, Sq.,. and
Sq are caused by limited resolution in the circuitry. Assuming
uniform distribution for the quantization error, it can be easily
shown that

AP? AF?

(D S T

Qrpc —
where A® (see Eq. (5)) and AF are the resolution of the TDC
and the DCO, respectively, and Frgr is the DPLL reference
frequency.

The loop gain of the DPLL is

Kiz7t \ z— M
K .
( Pt 1-— zl) N
Analogous to the noise analysis performed for analog PLLs,
the impact of each of the noise sources on the output clock

jitter can be evaluated using a simple transfer function analy-
sis. The total output phase noise S, calculated using such

K K
LGz 1) = TDCHDCO

1—z1 (14
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account for dither jitter induced by TDC nonlinearity and loop
latency.

VI. DIGITAL PHASE-ACCUMULATOR-BASED DPLL

An alternate method for implementing a DPLL is to use
a digital phase accumulator (DPA) in place of the DCO.
Analogous to the DCO, the DPA implements the digital-
to-frequency function by explicitly accumulating phase in
an unlimited fashion. The rate of output phase change is
controlled by the input control word and, therefore, determines
the DPA’s frequency resolution. The simplest implementation
of a DPA is to use an oscillator and a programmable digital
counter as shown in Fig. 14 [18]. In this DPA, if the input

Oscillator
FOSC
l Fosc Fout =
K-k
kEx—~+-K — k
é Tout = (K - k) . Tosc
ouT

Fig. 14. Counter-based DPA.

digital control signal k£ = 0, then the output period is equal to
KT, where Tosc is the time period of the fixed oscillator.
When £k takes on a non-zero integer value, the output period
equals KT o5 —kT g, thereby providing the needed frequency
control, through an additional phase shift of kT, every clock
period of the oscillator. The difference equation describing the
DPA is given by

Pour [Il] = Pour [n — 1]+/€[n — 1] - Tose- (16)

366



=Ll< - MMHRouT

Digital loop filter
REF [— Kp
X—|TDC mod-K VCO |+ PFD

-~ DSM |- l
Ky Counter |5, leoofa, _T_
[T B
1] | .
Z DPA =N
Fig. 15. DPLL employing a feed-back phase-selection DPA.

where Poyr is the output time period. Taking the z-transform
on both sides of this equation reveals the transfer function of
DPA to be

. K<1>Z_1
T 1—z 1

Pour(z™1)
ey

where Kg is the DPA gain and is equal to T, for the counter-
based DPA. As expected, the transfer function of the DPA is
the same as the DCO except for a difference in the transfer
gain.

In the counter-based DPA, as is evident from Eq. (16), the
phase increments are in steps of T,s., thereby mandating a
very high frequency oscillator to reduce the jitter introduced
by the quantization error of the DPA. The requirement of an
oscillator with high frequency and good frequency stability
limits the usefulness of this architecture.

In order to obviate a high-frequency oscillator, an analog
PLL can be used to generate multiple phases with excel-
lent frequency stability using only a low frequency crystal
oscillator [19]. The closely spaced phases generated by the
PLL reduce the jitter due to the quantization error, effectively
improving the resolution of the DPA.

At this point, it might appear contradictory to use an analog
PLL to overcome the difficulties of building a digital PLL.
In order to understand the benefits of this approach, consider
the design of a conventional analog PLL used to generate a
100MHz clock using a very low-frequency 100kHz reference
signal. One application of such a PLL is to generate a pixel
clock from the low-frequency Hsync signal in display drivers.
There are two major difficulties in implementing such a PLL:
(1) large VCO noise due to the low PLL bandwidth (< 10kHz)
and (2) large silicon area to implement the low-frequency loop
filter. The DPA based DPLL overcomes these two drawbacks
by suppressing the VCO phase noise with the large bandwidth
of the analog PLL and by employing a digital loop filter to
implement the low-frequency filter, thereby reducing silicon
area.

Even though the phase-selecting DPA-based DPLL im-
proves on the counter-based DPLL, jitter due to coarse phase
spacing of the VCO can be prohibitively high for many
applications. For instance, the deterministic jitter of a 1GHz
DPA implemented with a 4-stage differential ring VCO is at

a7
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least +125ps. An improved DPA-based DPLL that exploits the
low-pass nature of the analog PLL to achieve excellent jitter
performance is discussed next.

The detailed block diagram of the feedback phase selection
DPA based DPLL is shown in Fig. 15 [20], [21]. In this
architecture, the phase-selecting multiplexer is placed inside
the PLL feedback loop and the voltage controlled oscillator
(VCO) output serves as the feedback clock to the DPLL. The
main benefit of this architecture is that the phase jumps and
the phase quantization error at the output of the multiplexer
are suppressed by the low-pass loop filter of the PLL. In
order to further reduce phase quantization error, a delta-sigma
modulator (DSM) is used to shape the quantization error to
high frequencies, which is eventually filtered by the PLL. Jitter
performance that is comparable to that of analog PLLs can be
achieved using this architecture.

Observing that the DPA behaves much like a DCO with a
gain of %, where A® is equal to the minimum possible
phase increment and Trgr is the update period of the DPA,
the lock-in and tracking ranges of the DPA-based DPLL can
be calculated in a manner similar to that of the DCO-based
DPLL (see Sections V-A and V-B).

VII. MEASUREMENT RESULTS

Two prototype chips, one implementing a DCO-based
DPLL and the other implementing a DPA-based quarter-
rate DPLL were fabricated in 0.13pym and 0.18um CMOS
technologies, respectively. The die-photos of these test chips
are shown in Fig. 16. The active die areas of the DCO-based
DPLL and DPA-based DPLL are 0.1mm? and 0.8mm?, re-
spectively. The DCO-based DPLL is based on the architecture
shown in Fig. 12 [17] and the DPA-based DPLL uses the
architecture shown in Fig. 15 [21]. Both of the prototype
chips employ Alexander TDCs and are, therefore, capable of
operating with random input data. Voltage offsets in the TDC
are minimized by choosing large device sizes and symmetric
layout techniques. In the case of the quarter-rate DPA-based
DPLL, phase offsets were also minimized using similar design
techniques. There are no means to measure the dead zone in
the test chips resulting from residual voltage and phase offsets.

The measured jitter for these DPLLs, both operating at
1.6GHz, is depicted in Fig. 17. In the DCO-based DPLL, the
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Fig. 16. Die-photos: (a) DCO-based DPLL. (b)DPA-based DPLL.

pk — pk = 56ps

ZU.U@psﬁdl

@ (b)

Measured jitter at 1.6GHz: (a) DCO-based DPLL, (b) DPA-based

Fig. 17.
DPLL.

relatively large proportional step size (Kp - Kpco) dominated
the jitter. In the DPA-based DPLL, the larger than expected
analog PLL bandwidth caused the unfiltered noise of the delta-
sigma modulator to dominate the output jitter. The power
consumption of the DCO-based DPLL is 12mW while that
of the DPA-based DPLL is 18mW.

VIII. SUMMARY

The difficulties associated with implementing analog PLLs
in deep sub-micron CMOS processes are summarized and the
motivation to overcome these difficulties using digital PLLs
is presented. Time-to-digital converters, which perform the
essential function of converting phase error to a digital output
have been analyzed in detail. TDCs employed in digital PLLs
and digital CDRs lead to static phase offsets and dead-zones
in the TDC transfer curve, respectively. Phase mismatch in
multi-phase digital CDRs also has similar effects on the TDC
transfer characteristic.

Two digital PLL architectures, one based on a digitally-
controlled oscillator and the other based on a digital phase
accumulator, have been presented. The expressions for locking
and tracking ranges of both types of PLLs are derived,
and noise analysis using approximate small-signal models
are provided. Finally, measured results from two test chips
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demonstrate the feasibility of using digital PLLs in digital
systems requiring high-performance PLLs.
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