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High-speed AT ADC with error correction

P. Kiss, U. Moon, J. Steensgaard, J.T. Stonick and
G.C. Temes

A digital error correction scheme is described for AX ADCs with
multibit quantisers. It operates in the background and remains
effective even for very low oversampling ratios.

Introduction: The use of multibit quantisers in delta-sigma (AZY)
analogue-to-digital converters (ADCs) has great advantages over
single-bit ones, such as increased signal-to-noise ratio (SNR),
relaxed opamp specifications, improved stability, etc. However,
the performance bottleneck is usually the linearity of the internal
digital-to-analogue converter (DAC), which needs to be at least as

good as that of the overall ADC. Off-line [1, 2] as well as on-line-

[3] digital calibration, and mismatch shaping [4 — 6] have been
used to solve this problem for operation with a large oversampling
ratio (OSR). An analogue correction technique was also recently
proposed [7].

In this Letter, a digital on-line correction method is described.
Unlike earlier techniques, it remains effective for low oversam-
pling ratios. It is also able to follow drift caused, e.g. by tempera-
ture variations during operation.

Fig. 1 Delta-sigma ADC with error correction
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Correction system. A second-order AX ADC (DS)) will be used to
illustrate the proposed correction technique. As shown in Fig. 1,
the internal DAC has two outputs: v, is input to the loop filter,
and vy is input to the calibration ADC (DS,). The calibration
ADC is used to derive a digital estimate, ép, of the DAC errors,
ep, for all output levels and stores these in a RAM. During con-
version, internal DAC errors are corrected by filtering the RAM
outputs via the FIR filter NLF{(z) and subtracting the result from
the digital output &, of DS;. The details of the acquisition process
for ép, and the analysis of the system, are given in the following
Section.

The system shown in Fig. 1 assumes that a single DAC pro-
vides feedback signals to both integrators. Mismatch of coeffi-
cients b; and b, does not affect the linearity of the system.

It should be noted that the nonlinearity errors of the internal
ADC are not corrected by the system. However, these are sup-
pressed by the same noise transfer function as the quantisation
noise (typically, (1 — z!)? for a second-order AX ADC), and hence
rarely present a problem. However, this may be insufficient when
very low OSR is used, and high linearity is required. In this case, a
second stage (as in the MASH configuration) may be added, or
ADC element mismatch shaping {8] may be used.

Correction process: The on-line acquisition of the actual DAC out-
put level errors can be tailored to the DAC structure. If the DAC
can provide multiple inputs and outputs, such as the resistor-string
DAC described in [1], then the off-line calibration proposed in [1]
can be transformed into a background process. In that case, a dig-
ital calibration signal dy will provide a staircase waveform sequen-
tially providing every possible input to the DAC. Each DAC
output level vy is converted to digital form &, by the calibration
AX converter DS,, and lowpass filtered by LPF (Fig. 1) to remove
the quantisation noise of DS,. Then, dy is subtracted to recover
the level errors ep in a digital representation. The estimates é
thus obtained are stored in the RAM, and recalled for each output
d, to correct it. During operation, the calibration can be periodi-
cally repeated to track any drift in the DAC output levels, e.g. due
to temperature effects.

For low oversampling ratios and for low-order loop filters, the
transfer function from the DAC output v, to the output d; of DS,
cannot be approximated accurately by NLF{(z) = ~1, as was done
in [1, 3]. The RAM output needs to be filtered by the actual
NLHz) (here, 227! + z2) to achieve accurate error cancellation,
as shown in Fig. 1.

In some DAC implementations, N equal-valued unit elements
(current sources, capacitors, resistors, etc.) are used. The algo-
rithm described above may still be used [Note 1], if N + 1 elements
are implemented in the DAC, and their errors are measured
sequentially one-by-one using DS,. Alternatively, the output signal
d; may be used also as the calibration signal dr. For a d, value
calling for the use of » unit elements to produce v, the remaining
N — n unit elements are utilised to generate vy. If, as is usual, DAC
gain and offset errors are acceptable, so that the sum of all unit-
element errors can be regarded as zero, then the error present in v,
is the negative of that in v;. Hence, by sorting the analogue sam-
ples in vy into channels, with one channel dedicated to each possi-
ble input (d,) code and its complement (full scale code - 4,), DS,
can be used to produce the digital form of the individual DAC
levels. The operation of DS, can easily be multiplexed among the
channels, with only the memoried elements (feedback capacitors)
replicated for each DAC level.

For linear operation, the calibration ADC (DS,) must itself be
highly linear. This may require the use of a single-bit internal
quantiser in DS,. However, linear effects (gain and offset errors)
are acceptable in DS, because the DAC nonlinearity information
is preserved. Also, the matching errors between the actual DAC
error transfer function (from v; to d;) and its digital replica
NLHz) (Fig. 1) can be shown to have only a minor effect on the
linearity of the overall conversion.

Simulation results: The operation of the digitally corrected ADC
shown in Fig. | was simulated under the following conditions. 5
bit (32 level) internal ADC and DAC were assumed, with a 0.1%

Note 1: This method was suggested by Professor G. Cauwenberghs of Johns Hopkins
University.
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linear gradient error in the DAC. This corresponds to a midrange
error of 0.4%. Finite (54dB) DC gain for all opamps and ran-
domly mismatched capacitors (with 0.1% standard deviation) were
assumed in all circuits. OSR = 4 was used. A 0.45V peak midband
two-tone input signal u; was applied to DS, and a second-order
single-bit AX. ADC realised DS,. To demonstrate the high linearity
achievable with the proposed correction, DS, was embedded in a
2-0 MASH containing a 10 bit ADC as its second stage. The mis-
match between the MASH stages was not considered; it can also
be corrected by digital methods [9].
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Fig. 2 Output spectra of MASH (computed using 64x averaged FFTs
for 215 samples)

a For ideal DAC

b For nonlinear DAC without correction

¢ For nonlinear DAC with proposed correction
d With correction, but using NLF(z) = -1
—-——fp = f§/8, inband limit for OSR = 4

The computed spectrum of the system operating with an ideal
DAC but with nonideal opamps and capacitors (described above)
is shown in Fig. 24. Fig. 2b shows the spectrum using the nonlin-
ear DAC without error correction. Large harmonics are generated
and the spur-free dynamic range (SFDR) is only 52dB. Fig. 2¢
shows the result when using the digital correction described in this
Letter; an SFDR > 100dB was achieved. To obtain sufficiently
accurate estimates of ej, needed for such a high SFDR, DS, proc-
essed 218 samples for each level of the DAC (a complete back-
ground calibration cycle then needs about 4s if DS, is clocked
with fg = 5MHz). Finally, Fig. 24 shows the detrimental effect of
using NLFz) = —1 (as carried out in earlier work [1, 3]), the drop
in the SFDR being from 101 to 60dB.

Conclusions: An on-line digital correction method was proposed
for AZ ADCs with multibit internal quantisers. It is applicable
even for ADCs with very low oversampling ratios, where the com-
monly used mismatch-shaping techniques become less effective.
Simulations indicate that excellent linearity can be obtained using
the proposed process.

Acknowledgments: This research was supported by the NSF
Center for Design of Analog-Digital Integrated Circuits. Useful
discussions with G. Cauwenberghs of Johns Hopkins University
and T. Kajita of Oregon State University are gratefully acknowl-
edged.

© IEE 2001
Electronics Letters Online No: 20010069
DOI: 10.1049/¢1:20010069

P. Kiss, U. Moon, J.T. Stonick and G.C. Temes (Department of
Electrical and Computer Engineering, Oregon State University, OR
97331, USA)

E-mail: kpeter@ece.orst.edu

14 August 2000

J. Steensgaard (Department of Electrical Engineering, Columbia
University, NY 10027, USA)

References

1 SARHANG-NEJAD, M., and TEMES, G.C.. ‘A high-resolution multibit
sigma-delta ADC with digital correction and relaxed amplifier
requirements’, JEEE J. Solid-State Circuits, 1993, 28, (6), pp. 648
660

ELECTRONICS LETTERS  18th January 2001

2 BAIRD,RT, and FIEZ TS ‘A low oversampling ratio 14-b delta-
sigma ADC with self-calibrated multibit DAC’, IEEE J. Solid-
State Circuits, 1996, 31, (3), pp. 312-320

3 PETRIE, C., and MILLER, M.: ‘A background calibration technique
for multibit delta-sigma modulators’. Proc. IEEE Int. Symp.
Circuits and Systems, 2000, pp. I1.29-11.32

4 BAIRD,RT., and FIEZ T.S.: ‘Improved delta-sigma DAC linearity
using data weighted averaging’. Proc. IEEE Int. Symp. Circuits
and Systems, 1995, pp. .13-1.16

5 GALTON, L. ‘Noise-shaping D/A converters for sigma-delta
modulation’. Proc. IEEE Int. Symp. Circuits and Systems, 1996,
pp. 441-444

6 KWAN, T., ADAMS, R., and LIBERT, R.. ‘A stereo multibit sigma-delta
DAC with asynchronous master-clock interface’, /EEE J. Solid-
State Circuits, 1996, 31, (12), pp. 1881-1887

7 MOON, U., SILVA, J., STEENSGAARD, I., and TEMES, G.C.: ‘A switched-
capacitor DAC with analogue mismatch correction’, Eleciron.
Lett., 1999, 35, (22), pp-- 1903-1904

8 FOGLEMAN, E., GALTON, L, HUFF, w, and JENSEN, H. ‘A 3.3-V
single-poly CMOS audio ADC delta-sigma modulator with 98-dB
peak SINAD and 105-dB peak SFDR’, IEEE J. Solid-State
Circuits, 2000, 35, (3), pp. 297-307

9  KISS, P., SILVA, I., WIESBAUER, A., SUN, T., MOON, U., and TEMES, G.C.:
‘Adaptive correction of analog errors in MASH ADCs Part IL
Correction using test-signal injection’, IEEE Trans. Circuits Syst.
II: Analog Digit. Signal Process., 2000, 47, (7), pp. 629-638

Reconfigurable phase-locked loops on FPGA
utilising intrinsic synchronisability

H. Tanaka, A. Hasegawa and S. Haruyama

A new digital phase-locked loop (PLL), utilising the intrinsic
synchronisability of electrical oscillators, on a field-programmable
gate array has been developed. By interconnecting such PLLs, a
dynamically reconfigurable clock network was formed, which has
been difficult with conventional PLL techniques.

Introduction: Digital LSIs have generally been based on a synchro-
nous scheme in which a global clock signal is distributed through-
out the chip. However, circuit size and clock frequencies are
increasing, therefore it is harder to distribute the clock signal
(hereafter ‘the clock’) within an allowable phase delay. Asynchro-
nous circuit design or locally synchronous circuits is a reasonable
way to avoid this difficulty. Clock networks using distributed volt-
age-controlled oscillators {1, 2] can also be used. In contrast to
these designs, we have developed a new digital phase-locked loop
(PLL) which was tested on a field-programmable gate array
(FPGA). This PLL utilises intrinsic synchronisability of electrical
oscillators, and it can be simply implemented on an FPGA. It can
provide dynamically reconfigurable clock networks, which have
not been realised by conventional PLL techniques.
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Fig. 1 Impulse generating PLL (IPLL) with single input and output

Impulse generating PLL (IPLL): Experimental results on the dis-
tributed clock oscillators for high-performance circuits show they
have some advantages over conventional (H-tree like) clock net-
works [1, 2}. Such distributed oscillators are based on the conven-
tional PLLs and require analogue elements in the circuits. We
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